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Motivation

RAG framework allows: 
- Connect real time data
- Update current corpora
- Enable or disable knowledge flow
- Interpret Hit Rate
- Possibly less computation

Databricks study: approximately 60%



Motivation

Digestion



Knowledge Base

Clear and easy scraping

All studyprograms have the 
same structure

https://www.tum.de/en/ 
studies/degree-programs

Official TUM website



Knowledge Base

Here: Clear headings

All studyprograms have 
different structures

Individual TUM faculty

website



Knowledge Base
Individual TUM faculty

website

Here: Not clear headings

All studyprograms have 
different structures



Knowledge Base

- Semantically similar in wording and content

– Difficulty to distinguish the information

– Context-awareness is mainly focused in the headings

Problem Identification:



Knowledge Base

Root Key = Studyprogram

Top Level Key = 
Topic

Provided a small 
sample of value 

to optimize 
topic description

150+ study 
programs

DE & EN

6326 total 
topics



Knowledge Base



Modular RAG

Digestion Retrieval Generation

Modules

- Recursive Chunking
- Semantic Chunking
- Alternative 

Strucutre + 
Filtering

- Relevant-Heatmap-
Indexing

- …

Modules
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Embeddings

- Query2Doc
- Multi-Query
- Fusion
- …

Modules

- Ensamble Retriever
- Child-Parent-

Retriever
- Agentic Retriever
- Low-

Dimensionality
Retriever

- …

Modules

- Information 
Compression

- Diversity Ranker
- LostInTheMiddleRa

nker
- Re-Formatting
- …

Modules

- (dynamic) In-
context-learning

- Stop token
Integration

- Diffusion 
Generation

- …
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Modular RAG on LLMs

Llama 2 (7B) Mistral (7B)

Mini Orca (7B)

GPT 3.5

GPT 4
Vicuna (7B)

Llama 2 (13B)

Closed Open



Key Components & Motivation

Digestion Retrieval



Research Question

RQ 1: Would a multi-query formulation system improve the performance?

RQ 2: Would an optimization approaches, such as ensemble retriever in combination with a child-
parent chunking improve the performance of the passage retriever?

RQ 3: Would few-shot learning enhance the performance of the system as compared to the Zero-
Shot of the system?

RQ 4: How does the performance change when using an open-source model compared to a paid 
closed source model? How can open-sourced models be optimized?



Challenge & Solution
Challenge: Solution:

Students do not formulate the 
questions exactly

Students ask the same question in 
different manners

They might not even know exactly 
what they are looking for
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Challenge & Solution
Solution:



Key Components & Motivation

Retrieval



Research Question

RQ 1: Would a multi-query formulation system improve the performance?

RQ 2: Would an optimization approach, such as ensemble retriever in combination with a child-
parent chunking improve the performance of the passage retriever?

RQ 3: Would few-shot learning enhance the performance of the system as compared to the Zero-
Shot of the system?

RQ 4: How does the performance change when using an open-source model compared to a paid 
closed source model? How can open-sourced models be optimized?



Challenge & Solution
Challenge: Solution:

Small Chunks: Does not capture 
the whole meaning

Big Chunks: Has difficulty with 
similarity search

Child-Chunk

Parent-Chunk



Challenge & Solution
Solution:

Child-Chunk

Parent-Chunk

We connect the parent chunks via 
ID code with the child chunks



Challenge & Solution
Challenge: Solution:

Data is very similar in between 
different study programs

Data within one study program 
has specific words being specific 

things

Retrieval-System

BM25
Dense-

Retriever



Challenge & Solution
Solution:

Retrieval-
System

BM
25

Dense-
Retriever

Special Words:

studyprogram

topic area:

- Semantic similarity is not 
important

- IF the question is clean, 
then big hit rate



Key Components & Motivation

Retrieval Generation
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Research Question

RQ 1: Would a multi-query formulation system improve the performance?

RQ 2: Would an optimization approaches, such as ensemble retriever in combination with a child-
parent chunking improve the performance of the passage retriever?

RQ 3: Would few-shot learning enhance the performance of the system as compared to the Zero-
Shot of the system?

RQ 4: How does the performance change when using an open-source model compared to a paid 
closed source model? How can open-sourced models be optimized?



Challenge & Solution
Challenge: Solution:

LLMs tend to hallucinate

LLMs tend to give highly 
divergent outputs

“What is …”

“What is …”

ICL
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Research Question

RQ 1: Would a multi-query formulation system improve the performance?

RQ 2: Would an optimization approaches, such as ensemble retriever in combination with a child-
parent chunking improve the performance of the passage retriever?

RQ 3: Would few-shot learning enhance the performance of the system as compared to the Zero-
Shot of the system?

RQ 4: How does the performance change when using an open-source model compared to a paid 
closed source model? How can open-sourced models be optimized?



Challenge & Solution
Challenge: Solution:

Data is valuable

API call costs

Sensitive Data should not go to a 
third party

Llama 2 Mistral

Hugging Face LLM



Challenge & Solution
Solution:

Llama 2

Mistral

Hugging Face 
LLM

Llama 2 (7B) Mistral (7B)

Mini Orca (7B)

GPT 3.5

GPT 4 Vicuna (7B)

Llama 2 (13B)

Closed Open



Testing & Evaluation
Self-Evaluation:

“ If we want to 
study <x> we 

have the 
following 

conditions: 

Is that right?

Generating Questions

Generate 200 Question-
Answer-Pairs!



Testing & Evaluation
Self-Evaluation:

“ If we want to 
study <x> we 

have the 
following 

conditions: 

Is that right?

Retrieval Quality Generation Quality

What is the target audience for the 
bachelor's degree course in Teaching 

at Academic Secondary Schools?

What is the contact information for the 
Student Advisory Office in the 

Department of Sport and Health 
Sciences at Campus D for the 

Gesundheitswissenschaft Bachelor of 
Science program?
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Testing & Evaluation
Self-Evaluation:

“ If we want to 
study <x> we 

have the 
following 

conditions: 

Is that right?

Retrieval Quality Generation Quality

Assumption:

Provide an LLM context -> A good LLM will answer with respect to the context
Research: Training weights can supersede the context

Question

Incorrect Context 
Retrieval

Correct Context 
Retrieval

Match No Match

Respects the 
context

Disrespects the 
context

Correct 
Answer

False 
Answer

False 
Answer

Correct 
Answer



Testing & Evaluation
Self-Evaluation:

“ If we want to 
study <x> we 

have the 
following 

conditions: 

Is that right?

Retrieval Quality Generation Quality

Correct context
= 

Good context

Incorrect context
= 

Bad context



Testing & Evaluation
Self-Evaluation:

“ If we want to 
study <x> we 

have the 
following 

conditions: 

Is that right?

Retrieval Quality Generation Quality

(12 Model+Lang) * 8 Module_Iterationis
=

96 Datasets
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Conclusion & Future Work

• Change RAG Evaluation from Black Box to Grey Box

• Multi-Query helped a lot because of Open-Domain specific questions

• Hypothetical Doc will help even more

• BM25 is suprisingly strong

• Different Moduls can be benefical. Especially Information Compression

• Lost in the middle!

• Fine-Tuning or using alternatives to cosine-similarity is also possible



<Thanks for the attention>
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